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Chapitre 3

Applications linéaires

3.1 Définitions et propriétés

Deétinition 3.1.1 Soit E et F deux K-espaces vectoriels. Une application f de E dans F
est dite K-lin€aire (ou symplement linéaire) si :

e Vo, we FE f(v+w)= f(v)+ flw).
e VaeK Vve E flav) = af(v).

L’ensemble des applications linéaires de E dans F est un K-espace vectoriel, on le note
Lx(E, F) ou simplement L(E, F) lorsqu’il n’y a pas de confusion.

Proposition 3.1.1 Soit E et F' deuz K-espaces vectoriels. Une application f de F dans F
est linéaire si et seulement si
Va,B e K Vo,w € B flav+ fw) = af(v) + Bf(w).

Remarque 3.1.1 1) La linéarité d’une application dépend de K. L’application de C dans
C qui envoie un compleze z en son conjugué z est R-linéaire mais elle n’est pas C-
linéazre.

2) Soit E et F' deux K-espaces vectoriels et soit f € L(E,F). Alors
f(Op) =0p etVv e E f(—v) = —f(v).

Exemple 3.1.1 1) L’application f de K*® dans K? définie par :

K3 — K2

Z

. T+ 2y

) - ()
39
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40 CHAPITRE 3. APPLICATIONS LINEAIRES

_est une application linéaire.
2) L’application g de K[X] dans K[X] définie par :

g : K[X] — K[X]
P(X) — P(X)

ot P'(X) est la dérivée de P(X) est une application linéaire.

Remarque 3.1.2 Soit E et F' deuz K-espaces vectoriels de dimensions respecties n el p.
Soit B = (ey, . ..,en) une base de E et soit f € L(E,F). Alors [ est uniqguement détermainée
par les images f(e;),i = 1,--- ,n. En effet, soit v € E ; alors il existe oy, . . ., o, € K tels
que v =31 aie;. On a f est linéaire, donc R

flo)y=f (Z a) =3 ofle)
i=1 i=1

Définition 3.1.2 Soit E et F deuz K-espaces vectoriels et soit f € L(E, F).
On appelle noyau de f et on note Kerf Uensemble des éléments de E dont l'image est Op.

Kerf={veE : f(v)=0r}

On appelle image de f et on note Im f lensemble des éléments de F' qui sont l'image d’au
moins un élément de E.

Imf={weF IvekE :f(v)=uw}=f(E)

Exemple 3.1.2 Considérons les deux applications linéaires de l’exemple 3.7.1.

1) Calculons le noyau de f.

T
Kerf = y | eK®: ( rr+—2;/ ) = ( 8 >

ek® :z=—-2yetz=x

Il
[N
o

Il
(SRS
<
m
~

Vect 1

Il
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; = ()

Soit w = ( 3 ) € K?, alors on a f(v) = w ov w = 5 . Donc w € Imf el par
: —0

suite Imf = K?2.
2) Calculons le noyau de g.
Kerg = {PeK[X] : P(X)=0}
= {PeK[X] : P=ceK}
Calculons image de g.
{Q e K[X] 3PeK[X] : P(X)=Q(X)}
K[X]

Img

Théoreme 3.1.1 Soit E et F deux K-espaces vectoriels et soit f € L(E, F). Alors

1) Kerf est un sous-espace vectoriel de E.

2) Imf est un sous-espace vectoriel de F'.

Démonstration.

1) Comme f(0g) = Op l’ensemble Kerf est non vide. Soit o, 8 € K et soit v,w € Kerf,
montrons que av+Bw € Kerf. On a f(av+ fw) = af(v)+Bf(w) car f est K-linéaire.
Or f(v) = f(w) = Op donc f(av + fw) = 0p. D’apres le corollaire 2.2.1, Kerf est un
sous-espace vectoriel de F.

2) L’ensemble Immf contient 0p car f(0g) = Op. Soit «,f € K et soit v/, w' € Imf,
montrons que av’'+pw’ € Imf. Il existe v, w € F tels que f(v) = v’ et f(w) = w'. Ainsi
av' + Pw' = af(v) + Bf(w) = f(av+ Bw) car f est K-linéaire. D’ott av’ + Bw' € Imf.
Par le corollaire 2.2.1, Imf est un sous-espace vectoriel de F'. &

Théoréme 3.1.2 Soit E et F deux K-espaces vectoriels et soit f € L(E,F). Alors
1) f est ingective si et seulement si Kerf = {Og}.
2) | est surjective si et seulement si Imf = F.

Démonstration.

1) L’application f est injective si et seulement si Vo, w € £ : f(v) = f(w) = v =w.

i) ==) Supposcns que f est injective et soit v € Kerf. Alors f(v) = 0p = f(0g), ce
qui implique v = 0g. Donc Kerf = {0g}.
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42 CHAPITRE 3. APPLICATIONS LINEAIRES

ii) <=) Supposons que Kerf = {0g} et soit v,w € E tels que f(v) = f(w) = Of.
Comme [ est linéaire on a f(v) — f(w) = f(v — w) = Op, donc v —w = Op et

v =w. D’ou f est injective.
2) f est surjective si et seulement si pour tout v/ € F il existe v € F tel que f(v) = 2.
D’ou f est surjective si et seulement si Imf = F. v &

Proposition 3.1.2 Soit E et F deuxr K-espaces vectoriels de dimension finie et soit f €
L(E,F). SiB = (e,...,en) est une base de E alors (f(e1),..., f(en)) est une famille
génératrice de Imf. C’est a dire Imf = Vect(f(e1),.... f(en))-

Démonstration. Soit w € Imf ; alors il existe v € E tel que f(v) = w. Or B est une

base de E donc il existe ay, ..., o, € K tels que v = aje; + - -+ + ane,. Ceci implique que
w= f(v) =oaif(e1) + - -anf(e,). Dot Imf est engendré par la famille (f(e1),. .., f(en)).
&

Remarque 3.1.3 Le résultat de la derniére proposition simplifie le calcul de I'vmage d’une
application linéaire et permet souvent d’en déterminer une base.

Définition 3.1.3 Soit E et F deur K-espaces vectoriels de dimension finie et soit f &
L(E,F). On appelle rang de f et on note rgf la dimension du sous-espace vectoriel Iinf.

Remarque 3.1.4 5i B = (ey,...,¢e,) est une base de E alors Im f = Vect(f(e1),..., flen))
et ona rgf = 1g(f(e1), -, £(en)).

Exemple 3.1.3 Soit f Uapplication de R® dans R® définie par :

R.‘% SRS R?

45 z+ 3y
i — =22
Z 22+ 3y

Soit B = (e, e, e3) la base canonique de R?® alors V = (f(ey1), f(es), f(e3)) engendre Imf.
On va utiliser la méthode décrite dans la section 2.5 pour calculer le rang de f. On a

0

,fles) = | —2
D)

W oW

1
f(cl) - 1 )/'(8'2) =
0

La matrice des coordonnées des vecteurs f(ey), f(es), f(es) est

_ 3 0
Maty =| 1 0 -2
63 2
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Une forme échelon du systéme correspondant ¢ cette matrice est

1 3 0
0 -3 -2
0 0 0

Done le rang de f est 2.

Le théoréme suivant donne une relation entre le rang d’une application linéaire et la dimen-
sion de son noyau.

I'héoreme 3.1.3 (Théoréme du rang)
Soit E et F' deur K-espaces vectoriels de dimension finie et soit f € L(E,F). Alors

dim(Kerf) + rgf = dim(E)

Exewple 3.1.4 Soit f Uapplication de R* dans R® définie par :

R3 — R&
T zT—1y
y | - z
z 0
]
Soit B = (e, e9,e3) la base canonique de R®. On a Kerf = Vect 1 donc rgf = 2.

De plus f(e1) = e1, f(e2) = —ey et f(es) = es. Ceci implique que e; € Imf et ey € Imf.
Comme (e, es) est libre, on aura Imf = Vect (e, es).

Définition 3.1.4 Soit E,F et G trois K-espaces vectoriels. Soit [ € L(E.F) et g €
L(F,G). On appelle composée des deux applications g et f Uapplication linéaire, notée
go f, de E dans G et qui est définie par :

VveE :(gof)(v)=g(f(v)

Exemple 3.1.5 Soit

bi R3 — R?
f T — 3y
{ Y+ 2z
et
g R? — R?

Page 6
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Alors ’application composée g o f est donnée par :

gof : R? — R3
¢ 3y + 62
y = x—3y
z 0

3.2 Matrice d’une application linéaire

Définition 3.2.1 Soit E et F deuz K-espaces vectoriels de dimensions respectives n et p et
soit f € L(E,F). Soit B = (e1,...,en) une base de E et soit B' une base de F'. On appelle
matrice de f relativement auz bases B et B' et on note Mat(f, B, B') la matrice de la famalle

((f(e1),..., f(en)) dans B'.

Remarque 3.2.1 La matrice Mat(f, B, B') appartient aM,n(K). La e colonne de Mat(f, B, B')
coincide avec le vecteur des coordonnées de f(e;) dans B'.

Exemple 3.2.1 Soit Uapplication linéaire
A R? — R?

z + 3y
() - (v
Y 2
Soit B = (e1,ea) (respectivement B' = (e}, €5, €3)) la base canonique de R? (respectivement
de R%). Alors la matrice de f relativement aux bases B et B est
13
Mat(f,B,B)=| 3 0
G2

Remarque 3.2.2 i E = F et B = B’ on note la matrice d’une application linéaire de E
dans E par M(f, B). On a M(f,B) € M,(K).

Fxemple 3.2.2 Soit Ro[X] le sous-espace vectoriel de R[X] formé des polynémes de degré
inférieur ou €gal a 2. On munit ce sous-espace vectoriel de la base B = (1, X, X?) et on
considére l'application linéaire :
f : Rz[X] —d ]Rg [X]
P(X) — XP(X)

La matrice de [ relativement a la base B est
"0 0 0
Mat(f,B)=( 0 1 0
0 0 2

l B add Gy b clptie Page 7
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Soit £ un K-espace vectoriel de dimension n, muni d’une base B = e o ()

"I un K-espace vectoriel de dimension p, muni d’une base B’ = (€)s- ., €,). Soit M, ,(K)
I'ensemble des matrices & p lignes et & n colonnes. Alors il y’a une correspondance biunivoque
entre 'ensemble L(E, F) et M, ,.(K). A une application linéaire de E dans F correspond sa
matrice relativement & B et B’ qui est un élément de M, .(K). Inversement, soit

A = (@i )1zigpagicn
une matrice de M, ,(KK) ; alors elle est la matrice relativement & B et B’ de I'application
linéaire f € L(E, F) donnée par

P

f((:;) S ZCLU(‘,; \/j (S {1 ..... I'I,}

=1

Autrement dit, la j*¢ colonne de A coincide avec le vecteur des coordonnées de f(e;) dans
B.

Exemple 3.2.3 1) Soit la matrice

2 0 —2
A= 1S
2

Si B = (ey, eq, e3) est la base canonique de R® alors A est la matrice relativement ¢ B
de Uapplication linéaire f de R® dans R® donnée par

Done [ est définie par :

2z — 2z

-z+3y+2 |.
2 +y+2

i

N

2) Soit

On munit R? de sa base canonique B = (ey, e3) et R® de la base B' = (w1, ug,u3) ot

0 1
U = 1 Nl i— 11, uva=1| 0
1 1
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Alors relativement a B et B, A est la matrice de l'application linéaire f telle que
fler) = uy + up et fea) = —uy +ug + 2us. L'application f est donc définte par

-ty

( flr > — 2T
Y x4+ 3y

Soit E un K-espace vectoriel de dimension n, muni d’une base B = (ey,...,€,), et F
7

un K-espace vectoriel de dimension p, muni d'une base B' = (e}, ..., €,). Soit f € L(E, F)

de matrice A relativement aux bases B et B'. Soit v un vecteur représenté dans B par v =

Ty hn
2?:1 zje;. Notons X = : le vecteur des coordonnées de v dans B. Soit ¥ =
%, Yp
le vecteur des coordonnées de f(v) dans B'. Alors on a
Y =AX.

Remarque 3.2.3 Cette relation permet de calculer f(v) connaissant uniquement A = Mat(f, B, B)
et le vecteur des coordonnées de v dans B.

3 —1 1
S
4 A relativement auz bases canoniques B = (eq, ez, e3) de R® et B' = (e}, €}) de R*. Soit

z
v=1| y | e R: Commev =X et f(v)=Y alors :

Exemple 3.2.4 Soit A = ( ) et soit f : R® — R? Uapplication linéaire associée

[

T 3z—vy

Proposition 3.2.1 Soit E et F' deux K-espaces vectoriels. On munit E (respectwement I)
de la base B (respectivement de la base B'). Sout f,g € L(E,F). Alors

1) Mat(f + g,B,B') = Mat(f, B, B') + Mat(g, B, B'),
2)Va € K : Mat(af, B,B') = aMat(f,B,B’).

Proposition 3.2.2 Soit E, I' et G trois K-espaces vectoriels. On munit £ (respectivernent
F et G) de la base B (respectivement des bases B' et B”). Soit f € L(E,F) et g € L(F,G).
Alors

Mat(g o f,B,B") = Mat(g, B, B")Mat(f, B, B').

l A ) (oo iyl Page 9
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Exemple 3.2.5 Considérons lapplication linéaire composée présentée dans l'exemple 3.1.5.
" La matrice de f relativement auz bases canoniques de R® et R? est

1 -3 0
a=(5 3 2)

et la matrice de g relativement auz bases canoniques de R? et R? est

0 3
B=1120
0 0

En utilisant la proposition précédente, la matrice de la composée go f relativement a la base
canonique de R® est

0 3 6
Mat(go f,B)=BA=1 1 -3 0
0 0 0

3.3 Changement de bases

Soit £ un K-espace vectoriel de dimension n. Une application linéaire de £ dans E est
appelée un endomorphisme de E. L’ensemble des endomorphismes de E sera noté L(E). La
matrice d'un élément de £(FE) relativement & une base B est sa matrice lorsque £ est muni
de la base B au départ et en arrivée. Dans cette section, on étudiera l'effet du changement
de bases sur les coordonnées d’un vecteur de E et sur la matrice d’'un endomorphisme de E.

Définition 3.3.1 Soit E un K-espace vectoriel de dimension n, muni de deux bases B =
(e1,...,en) et B' = (€},...,€l,). La matrice de la famille B' dans la base B, P = Mat%,
s’appelle la matrice de passage de la base B d la base B'. La £me colonne de P coincide avec
le vecteur des coordonnées de € dans B.

Remarque 3.3.1 La matrice de passage P = Math coincide avec la matrice Mat(idg, B', B)
ou idp est Uapplication identité de E. C’est a dire P = Mat3 = Mat(idg, B, B).

Exemple 3.3.1 Soit E = R® et B, sa base canonique. On munit cet espace vectoriel d’une
autre base B = (uy,ug, us) ou

1 1l 0
wp=| 1], ug=1{ 0 |, us={ 0
0 1 1

| A8 ) 31k cilaiia Page 10
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48
La matrice de passage de B, a B est
I
P = 0N
0 1 1
Comme €3 = Uy — Us, €y = Uy — Uy + Uz el ez = uz la matrice de passage de B a B, est
0 1 0
6= 1 -1 0
-1 1 1

Proposition 3.3.1 Soit P la matrice de passage de 3 a B’ et soit v un vecteur de F. Soit
/
Z

le vecteur des

I ),
= le vecteur des coordonnées de v dans B et soit X' =
T2 zh
coordonnées de v dans B'. Alors on a :
X = PX'.
Exemple 3.3.2 Dans R?, considérons les vecteurs
2 —8 0
U= 0 ,Up = 1 et vz = 1
—1 -5
Ils sont linéairement indépendants donc la famille libre B = (v, vq,v3) formée de trois
3
= 1 € R?,
—4

éléments est une base de E. Soit B, la base canonique de E et soit v

Déterminons les coordonnées de v dans la base B. La matrice de passage de B, a B est

Donc le vecteur des coordonnées X' de v dans B est donnée par
3
1 —PX
—4

Cette derniere relation conduit a un systéme linéatre a une unique solution. On obtient donc

S
i

ml\_-“;wluwjij,

Page 11
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Exemple 3.3.3 Soit E = Ry[X] muni des deuz bases B= (1,X,X?) et B = (1,X-1,(X —
1)?). Soit Q(X) = 1 — X? un élément de E. Déterminons les coordonnées de Q(X) dans
B'. La matrice de passage de B a B’ est

i
P=|0 1 -2
00 1

et le vecteur des coordonnées de Q(X) dans B est

1
X — 0
—1
i
Donc le vecteur des coordonnées X' = Y de Q(X) dans la base B' est donné par la
relation
X 2e
On obtient donc
0
X =1 -2
—1

Dot Q(X) s’ezprime dans la base B' comme suit Q(X) = —2(X —1) — (X —1)%.

Théoréme 3.3.1 Soit E un K-espace vectoriel de dimension finie et muni de deux bases
B et B'. Soit f un endomorphisme de E de matrice A relativement a la base B. Alors la
matrice A" de | relativement a la base B’ est donnée par :

Al = PlAP.
ot P est la matrice de passage de B a B'.
Exemple 3.3.4 Soit E = R® muni da sa base canonique B. et soit B = (vy,v,v3) la base

de E formée par les vecteurs vy, ve,vs de Uexemple 3.3.2. Soit f l'endomorphisme de R®
P 1 /
défini par :

T 22— 2z
y | — —z + 3y + 2
2 204+y+z
Déterminons la matrice de f relativernent a la base B. On a la matrice de passage de B. a
B est
2 -8 0
= 0 1 1
-1 0 =5

| A8 ) 31k cilaiia Page 12
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De plus la matrice de [ relativement a B, est
0 —2

A= -1 3 1

1 1

Donc d’apres le dernier théoréme, la matrice de f relativement 4 la base B est

—23120 =31
B =P 'AP = ~03H g

Exemple 3.3.5 Soit E = Ro[X] muni des deuz bases B = (1, X, X?) et B' = (1, X —1, (X —

1)?) et soit f Uapplication linéaire donnée dans l'exemple 3.2.2. La matrice de f relativement
a la base B est

000
A="1"0 1L 0
0 0 2
et la matrice de passage de B a B’ est
1 -1 1
P=| 0 1 -2
0 1

En utilisant le théoréme précédent, la matrice de f relativement a la base B’ est

010
B=FPAP={ 0 1 2
00 2

Définition 3.3.2 Deux matrices carrées d’ordre n sont semblables s’il existe une matrice
carrée inversible P d’ordre n telle que

Al=pPtap

Remarque 3.3.2 Deuzr matrices sont semblables si elles représentent un méme endomor-
phisme dans deux bases différentes.

l 4 pal) (3 b cilsita
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.Remarque 3.3.3 Soit B un K-espace vectoriel de dimension n € N* et
P11 A Pin

P = : .o

pn,] e p'n,'n

une matrice inversible de M,(K) (n > 2). Soit B = (e1,...,e,) une base de E. Pour
j=1,...,n, soitv; =Y pije;.. Comme P est inversible alors B' = (v1,...,v,) est une
base de E et P est égale a la matrice de passage de B a B'. Donc P = Mat(idg, B, B) et
P! = Mat(idg, B, B'). Par suite pour calculer P~" il suffit d’écrire les éléments de B en
fonction des éléments de B'.

Exemple 3.3.6 Sout la matrice

1 2 =2
A=1 2 2
2 -2 4
Soit
1 2 —2
= 2 | vy = 2 et vz = 0
2 —2 4

Comme A est inversible, la famille B = (v, v, v3) est une base de R® et A coincide avec
la matrice de passage de la base canonique B. de R® a B. Le calcul de A" se raméne a
Uexpression des e;,1 = 1,2,3 en fonction de vi,ve,v3. On a

1 K 1
er = U] = U —U3;€o— —51’1 + vy + 11/‘3,63 = Euj — 5112 - Zzz:;_
1l s’ensuit que :
1 -=1/2 1/2
A= -1 1 -1/2
-1 3/4 -1/4

Exercice 1
Les applications suivantes sont-elles linéaires?

T
3, T2 , S ()
1) R » R Ij ‘ (y—z)'
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Exercice 2
Soit f Papplication linéaire de R* dans R? donnée par : f(e1) = f1, f(e2) = fo, f(es) = fi+ fo
olt (e, ea, €3) (respectivement (f1, fa)) est la base canonique de R* (respectivement R?).

o Déterminer f.

e Déterminer Kerf et Imf.

Exercice 3
Déterminer une base de 'image et une base du noyau des applications linéaires suivantes :

< r—y
1) R? — R? ( 7 > — | y—2z
4 0

T zT—y
2) R® — R? y | = | yv—2

2 z—1
3) C — C 2 2+ 12

Exercice 3

2 =21
Soit M = 2 =3 2
-1 2 0

1) Calculer M? +2M — 31s.
2) Calculer M~

3) Déterminer, pour tout n € N la matrice M™ en fonction de M et I5.
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